

    
      
          
            
  
Welcome to Read the Docs

This is an autogenerated index file.

Please create an index.rst or README.rst file with your own content
under the root (or /docs) directory in your repository.

If you want to use another markup, choose a different builder in your settings.
Check out our Getting Started Guide [https://docs.readthedocs.io/en/latest/getting_started.html] to become more
familiar with Read the Docs.
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Treasuremap

Treasuremap is a collection of YAML documents that are ready for use with
airshipctl [https://opendev.org/airship/airshipctl] to deploy Kubernetes and
pre-configured workloads on baremetal and virtual infrastructure.


Contributing

Airship 2.0 is under active development and welcomes new developers! Please
read our
developer guide [https://docs.airshipit.org/airshipctl/developers.html] to
begin contributing.

We also encourage new contributors and operators alike to join us in our
Slack workspace [http://airshipit.org/slack] and subscribe to our
mailing lists [http://lists.airshipit.org/cgi-bin/mailman/listinfo].

You can learn more about Airship on the Airship
wiki [https://wiki.openstack.org/wiki/Airship].





          

      

      

    

  

    
      
          
            
  
Security Policy


Reporting a Vulnerability

The Airship community is committed to expediently confirming, resolving, and
disclosing all reported security vulnerabilities. To report a security
vulnerabillity, please refer to our vulnerability management process [https://airship-docs.readthedocs.io/en/latest/security/vulnerabilities.html].





          

      

      

    

  

    
      
          
            
  

name: Bug report
about: Report a bug or unexpected treasuremap behavior
title: ‘’
labels: bug, triage
assignees: ‘’



Describe the bug
A clear and concise description of what the bug is.
If known add a label for the type of issue, i.e affecting the Documents vs its a CI/CD problem.

Steps To Reproduce
Minimal steps to reproduce the issue.

Expected behavior
A clear and concise description of what you expected to happen.

Environment


	Treasuremap version:


	Treasuremp site type:


	Airshipctl version:


	Operating system:


	Kernel version:


	Kubernetes version:


	Go version:


	Hypervisor level 0 (if applicable):


	Hardware specs (e.g. 4 vCPUs, 16GB RAM, bare metal vs VM):






          

      

      

    

  

    
      
          
            
  

name: Feature request
about: Suggest a treasuremp feature
title: ‘’
labels: enhancement, triage
assignees: ‘’



Problem description (if applicable)
A description of the problem or background information that illustrates the need
for a new feature.

Proposed change
A detailed description of the new, requested behavior.

Potential impacts
Potential security or performance related impacts.



          

      

      

    

  

    
      
          
            
  
LMA Infra

This composite deploys the logging-operator and kube-prometheus-stack,
configured to provide basic LMA facilities to a cluster. Application Logs and
metrics can be collected by supplying the operators CRs.




          

      

      

    

  

    
      
          
            
  
Monitoring Stack

This composite deploys the thanos-operator and grafana charts to allow for monitoring multiple prometheus instances




          

      

      

    

  

    
      
          
            
  
Rook Ceph CephCluster

Kubernetes manifests for deploying a Rook CephCluster Custom Resource.


Update Manifests

To update the upstream manifests in this function:


	Update the git references in Kptfile


	Run kpt pkg sync . from this directory.


	Update any Rook container image references defined in version catalogs.


	If you plan on committing your changes restore the .gitignore file(s)




# git restore upstream/.gitignore









          

      

      

    

  

    
      
          
            
  
Treasuremap Clusterctl

This patches the airshipctl clusterctl function to correct for
relative paths back to airshipctl’s CAPI functions.




          

      

      

    

  

    
      
          
            
  
DEX-AIO function

The DEX-AIO function implements the Dex Authentication service.
It contains the HelmRelease manifest for dex-aio, which contains
the LDAP connector customization as well as certificates to be used.

The certificate (Secret) used by dex-aio will be generated by the
cert-manager, which will be signed by CA that is generated in
the Ephemeral cluster and copied to the Target cluster during the
airshipctl phase run clusterctl-move operation.

Before you can deploy this helm release, you will need to update the following:

      ldap:
        bind_password: "your LDAP bind password"
        config:
          host: "your LDAP FQDN"
          bind_dn: "your LDAP bind username"





Also, in the same helm release you will need to update the search criteria for
the user and group based on your LDAP schema. See the attributes under
spec.values.ldap to update below:

      user_search:
        base_dn: dc=testservices,dc=test,dc=com
        filter: "(objectClass=person)"
        username: cn
        idAttr: cn
        emailAttr: name
        nameAttr: name
      group_search:
        base_dn: ou=groups,dc=testservices,dc=test,dc=com
        filter: "(objectClass=group)"
        userMatchers:
          userAttr: name
          groupAttr: member
        nameAttr: name








          

      

      

    

  

    
      
          
            
  
HostConfig-Operator

The hostconfig operator is used for performing Day2 configurations
on the kubernetes hosts. It is built on ansible-operator.

The operator uses HostConfig CR object to select the hosts.
The CR object also contains the required configuration details
that needs to be performed on the selected hosts. The host selection
is done by matching the labels given in the CR object
against the labels associated with the kubernetes hosts.


Usage and deployment details

For more information on usage and deployment of the operator
on a stand alone kubernetes please refer below.

Overview and Deployment details [https://opendev.org/airship/hostconfig-operator/src/branch/master/docs/Overview]

HostConfig Repo:
hostconfig-operator [https://opendev.org/airship/hostconfig-operator]





          

      

      

    

  

    
      
          
            
  
Local-Storage function

This function implements the local-volume-static-provisioner which
manages the lifecycle of the persistent volumes for pre-allocated
disks by detecting and creating PVs for each local disk on the host,
and cleaning up the disks when released. It does not support dynamic
provisioning.

Manual creation of PV on a particular host:

apiVersion: v1
kind: PersistentVolume
metadata:
  name: example-local-pv
spec:
  capacity:
    storage: 5Gi
  accessModes:
  - ReadWriteOnce
  persistentVolumeReclaimPolicy: Delete
  storageClassName: local-storage
  local:
    path: /mnt/disks/ssd1
  nodeAffinity:
    required:
      nodeSelectorTerms:
      - matchExpressions:
        - key: kubernetes.io/hostname
          operator: In
          values:
          - my-node # node on which the local disk exists





Creating a simple PVC and attaching it to the pod in the Deployment:

kind: PersistentVolumeClaim
apiVersion: v1
metadata:
  name: example-local-claim
spec:
  accessModes:
  - ReadWriteOnce
  resources:
    requests:
      storage: 5Gi
  storageClassName: local-storage





apiVersion: apps/v1
kind: Deployment
metadata:
  name: local-test-reader
spec:
  replicas: 1
  selector:
    matchLabels:
      app: local-test-reader
  template:
    metadata:
      labels:
        app: local-test-reader
    spec:
      terminationGracePeriodSeconds: 10
      containers:
      - name: reader
        image: k8s.gcr.io/busybox
        command:
        - "/bin/sh"
        args:
        - "-c"
        - "tail -f /usr/test-pod/test_file"
        volumeMounts:
        - name: local-vol
          mountPath: /usr/test-pod
      volumes:
      - name: local-vol
        persistentVolumeClaim:
          claimName: "example-local-claim"








          

      

      

    

  

    
      
          
            
  
Rook Ceph Custom Resources

Kubernetes manifests for deploying select Rook Ceph Custom Resources.


Update Manifests

To update the upstream manifests in this function:


	Update the git references in Kptfile


	Run kpt pkg sync . from this directory.


	Update any Rook container image references defined in version catalogs.


	If you plan on committing your changes restore the .gitignore file(s)




# git restore cephfs/base/upstream/.gitignore
# git restore dashboard/base/upstream/.gitignore
# git restore pools/base/upstream/.gitignore
# git restore storageclasses/block/upstream/.gitignore
# git restore storageclasses/file/upstream/.gitignore









          

      

      

    

  

    
      
          
            
  
Rook Ceph Operator

Kubernetes manifests for deploying the Rook Ceph Operator.


Update Manifests

To update the upstream manifests in this function:


	Update the git references in Kptfile


	Run kpt pkg sync . from this directory.


	Update any Rook container image references defined in version catalogs.


	If you plan on committing your changes restore the .gitignore file(s)




# git restore upstream/.gitignore









          

      

      

    

  

    
      
          
            
  
Support Infrastructure Provider (SIP)

The Support Infrastructure Provider (SIP) provisions tenant Kubernetes clusters
using BaremetalHost (BMH) objects and deploys supporting infrastructure to
access sub-clusters.

View the source code for SIP on OpenDev [https://opendev.org/airship/sip].


Update Manifests

To update the upstream manifests in this function:


	Update the git references in Kptfile.


	Run kpt pkg sync . from this directory.


	Update any sip container image references defined in version catalogs.








          

      

      

    

  

    
      
          
            
  
Base Catalogues for Treasuremap


Utility Catalogue

The utility catalogue provides a collection of variables for utility services.
The utility services for this catalogue are:


	dex-aio - this service provides the authentication services for the target cluster. The variables for this service is found under dex object definition.


	TODO: add other utility service catalogue description here.








          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Site-level catalogues from the neighboring target cluster’s
catalogues kustomization, and tweaks a few values for the ephemeral cluster.




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Type-level catalogues, and adds in Site-specific values.
The neighboring ephemeral cluster’s catalogues entrypoint applies further
customizations on top of this for ephemeral use.




          

      

      

    

  

    
      
          
            
  
Secrets generator/encrypter/decrypter

This directory contains an utility that helps generate, encrypt and decrypt
secrects. These secrects can be used anywhere in manifests.

For example we can use PGP key from SOPS example.
To get the key we need to run:
curl -fsSL -o key.asc https://raw.githubusercontent.com/mozilla/sops/master/pgp/sops_functional_tests_key.asc

and import this key as environment variable:
export SOPS_IMPORT_PGP="$(cat key.asc)" && export SOPS_PGP_FP="FBC7B9E2A4F9289AC0C1D4843D16CEE4A27381B4"


Generator

To generate secrets we use template that will be passed
to kustomize as generators during airshipctl phase run secret-generate
execution.



Encrypter

To encrypt the secrets that have been generated we use generic container executor.
To start the secrets generate phase we need to execute following phase:
airshipctl phase run secret-generate
The executor run SOPS container and pass the pre-generated secrets to this container.
This container encrypt the secrets and write it to directory specified in kustomizeSinkOutputDir(results/generated).



Decrypter

To decrypt previously encrypted secrets we use decrypt-secrets.yaml.
It will run the decrypt sops function when we run
KUSTOMIZE_PLUGIN_HOME=$(pwd)/manifests SOPS_IMPORT_PGP=$(cat key.asc) kustomize build --enable_alpha_plugins manifests/site/virtual-airship-core/target/catalogues/





          

      

      

    

  

    
      
          
            
  
Network Policy  in calico

Restricting traffic between hosts and the outside world can be achieved
using the following Calico features:


	HostEndpoint resource


	GlobalNetworkPolicy


	FelixConfiguration resource with parameters:
-FailsafeInboundHostPorts
-FailsafeOutboundHostPorts
Generally a cluster-wide policy is applied to every host.




This site based manifest is designed to override the default global
FelixConfiguration based in function directory.

For more information on failsafe rules please refer below.

Host Protection in Calico [https://docs.projectcalico.org/security/protect-hosts]




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Site-level catalogues from the neighboring target cluster’s
catalogues kustomization, and tweaks a few values for the ephemeral cluster.




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Type-level catalogues, and adds in Site-specific values.
The neighboring ephemeral cluster’s catalogues entrypoint applies further
customizations on top of this for ephemeral use.




          

      

      

    

  

    
      
          
            
  
Secrets generator/encrypter/decrypter

This directory contains an utility that helps generate, encrypt and decrypt
secrects. These secrects can be used anywhere in manifests.

For example we can use PGP key from SOPS example.
To get the key we need to run:
curl -fsSL -o key.asc https://raw.githubusercontent.com/mozilla/sops/master/pgp/sops_functional_tests_key.asc

and import this key as environment variable:
export SOPS_IMPORT_PGP="$(cat key.asc)" && export SOPS_PGP_FP="FBC7B9E2A4F9289AC0C1D4843D16CEE4A27381B4"


Generator

To generate secrets we use template that will be passed
to kustomize as generators during airshipctl phase run secret-generate
execution.



Encrypter

To encrypt the secrets that have been generated we use generic container executor.
To start the secrets generate phase we need to execute following phase:
airshipctl phase run secret-generate
The executor run SOPS container and pass the pre-generated secrets to this container.
This container encrypt the secrets and write it to directory specified in kustomizeSinkOutputDir(results/generated).



Decrypter

To decrypt previously encrypted secrets we use decrypt-secrets.yaml.
It will run the decrypt sops function when we run
KUSTOMIZE_PLUGIN_HOME=$(pwd)/manifests SOPS_IMPORT_PGP=$(cat key.asc) kustomize build --enable_alpha_plugins manifests/site/virtual-airship-core/target/catalogues/





          

      

      

    

  

    
      
          
            
  
Network Policy  in calico

Restricting traffic between hosts and the outside world can be achieved
using the following Calico features:


	HostEndpoint resource


	GlobalNetworkPolicy


	FelixConfiguration resource with parameters:
-FailsafeInboundHostPorts
-FailsafeOutboundHostPorts
Generally a cluster-wide policy is applied to every host.




This site based manifest is designed to override the default global
FelixConfiguration based in function directory.

For more information on failsafe rules please refer below.

Host Protection in Calico [https://docs.projectcalico.org/security/protect-hosts]




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Site-level catalogues from the neighboring target cluster’s
catalogues kustomization, and tweaks a few values for the ephemeral cluster.




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Type-level catalogues, and adds in Site-specific values.
The neighboring ephemeral cluster’s catalogues entrypoint applies further
customizations on top of this for ephemeral use.




          

      

      

    

  

    
      
          
            
  
Secrets generator/encrypter/decrypter

This directory contains an utility that helps generate, encrypt and decrypt
secrects. These secrects can be used anywhere in manifests.

For example we can use PGP key from SOPS example.
To get the key we need to run:
curl -fsSL -o key.asc https://raw.githubusercontent.com/mozilla/sops/master/pgp/sops_functional_tests_key.asc

and import this key as environment variable:
export SOPS_IMPORT_PGP="$(cat key.asc)" && export SOPS_PGP_FP="FBC7B9E2A4F9289AC0C1D4843D16CEE4A27381B4"


Generator

To generate secrets we use template that will be passed
to kustomize as generators during airshipctl phase run secret-generate
execution.



Encrypter

To encrypt the secrets that have been generated we use generic container executor.
To start the secrets generate phase we need to execute following phase:
airshipctl phase run secret-generate
The executor run SOPS container and pass the pre-generated secrets to this container.
This container encrypt the secrets and write it to directory specified in kustomizeSinkOutputDir(results/generated).



Decrypter

To decrypt previously encrypted secrets we use decrypt-secrets.yaml.
It will run the decrypt sops function when we run
KUSTOMIZE_PLUGIN_HOME=$(pwd)/manifests SOPS_IMPORT_PGP=$(cat key.asc) kustomize build --enable_alpha_plugins manifests/site/virtual-airship-core/target/catalogues/





          

      

      

    

  

    
      
          
            
  
Network Policy  in calico

Restricting traffic between hosts and the outside world can be achieved
using the following Calico features:


	HostEndpoint resource


	GlobalNetworkPolicy


	FelixConfiguration resource with parameters:
-FailsafeInboundHostPorts
-FailsafeOutboundHostPorts
Generally a cluster-wide policy is applied to every host.




This site based manifest is designed to override the default global
FelixConfiguration based in function directory.

For more information on failsafe rules please refer below.

Host Protection in Calico [https://docs.projectcalico.org/security/protect-hosts]




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Site-level catalogues from the neighboring target cluster’s
catalogues kustomization, and tweaks a few values for the ephemeral cluster.




          

      

      

    

  

    
      
          
            
  
Catalogue Definitions for Target Cluster

This inherits Type-level catalogues, and adds in Site-specific values.
The neighboring ephemeral cluster’s catalogues entrypoint applies further
customizations on top of this for ephemeral use.




          

      

      

    

  

    
      
          
            
  
Secrets generator/encrypter/decrypter

This directory contains an utility that helps generate, encrypt and decrypt
secrects. These secrects can be used anywhere in manifests.

For example we can use PGP key from SOPS example.
To get the key we need to run:
curl -fsSL -o key.asc https://raw.githubusercontent.com/mozilla/sops/master/pgp/sops_functional_tests_key.asc

and import this key as environment variable:
export SOPS_IMPORT_PGP="$(cat key.asc)" && export SOPS_PGP_FP="FBC7B9E2A4F9289AC0C1D4843D16CEE4A27381B4"


Generator

To generate secrets we use template that will be passed
to kustomize as generators during airshipctl phase run secret-generate
execution.



Encrypter

To encrypt the secrets that have been generated we use generic container executor.
To start the secrets generate phase we need to execute following phase:
airshipctl phase run secret-generate
The executor run SOPS container and pass the pre-generated secrets to this container.
This container encrypt the secrets and write it to directory specified in kustomizeSinkOutputDir(results/generated).



Decrypter

To decrypt previously encrypted secrets we use decrypt-secrets.yaml.
It will run the decrypt sops function when we run
KUSTOMIZE_PLUGIN_HOME=$(pwd)/manifests SOPS_IMPORT_PGP=$(cat key.asc) kustomize build --enable_alpha_plugins manifests/site/virtual-airship-core/target/catalogues/





          

      

      

    

  

    
      
          
            
  
Failsafe rules in calico

It is easy to inadvertently cut all host connectivity because of
non-existent or misconfigured network policy. To avoid this,
Calico provides failsafe rules with default/configurable ports
that are open on all host endpoints.

The manifest in this directory is planned to disable FailsafeInboundHostPorts
and FailsafeOutboundHostPorts by setting it none. This could be overriden in
the respective site manifests.

For more information on failsafe rules please refer below.

Host Protection in Calico [https://docs.projectcalico.org/security/protect-hosts]




          

      

      

    

  

    
      
          
            
  
DEX-AIO Workload Service

The “kustomization” of dex-aio service is achieved through replacement transformer and patches.
The rationale for supporting two different kustomization approaches is values for Dex service are shared with its corresponding API server.
The replacement transformer/catalogue avoids duplication of variables/values avoiding configuration errors (DRY: Don’t Repeat Yourself principle).
The LDAP values are only used for the LDAP backend so supporting through patchesStrategyMerge avoids “complexity”, e.i., the need to support a catalog + replacement rules.


Dex Dependent Variables/Values

Dex dependent values are collected in a catalogue located at manifests/function/treasuremap-base-catalogues/utility.yaml.
Some of these values are common to the Dex service and API Server/OIDC flags (DRY principle).

Dex values are substituted using replacement transformer and the replacement rules for the Dex service can be found in manifests/function/dex-aio/replacements.


NOTE: The replacement transformer is invoked in treasuremap/manifests/type/airship-core/target/workload/replacements/kustomization.yaml.






LDAP Dependent Variables/Values

The LDAP dependent values are kustomized through the patchesStrategyMerge and the values for the LDAP backend can be found in ./dex-aio-helm-patch.yaml.





          

      

      

    

  

    
      
          
            
  
multi-tenant Type

The multi-tenant type provides Airship configuration suitable for
performance-intensive telecommunication and networking workloads.

A placeholder for now, the multi-tenant type will evolve to meet
the specifications of the Cloud iNfrastructure Telco Task Force (CNTT) [https://github.com/cntt-n/CNTT].




          

      

      

    

  

    
      
          
            
  
Phases for multi-tenant type

Phases defined in multi-tenant are available for use by sites
that inherit type mulit-tenant.


Airshipctl phase command

For deploying calico network v3 policies, a phase named
deliver-network-policy is defined with its executor and configMap settings.

To deploy network policy using airshipctl, do

airshipctl phase run deliver-network-policy where deliver-network-policy is the phase name.

For deleting network policy, a phase named delete-network-policy is defined with its executor and configMap settings.

To delete network policy using airshipctl, do

airshipctl phase run delete-network-policy where delete-network-policy is the phase name.





          

      

      

    

  

    
      
          
            
  
Wordpress Sub-Cluster

The Wordpress sub-cluster demonstrates how operators can use Airship’s
SIP & ViNO operators to provide Kubernetes multi-tenancy with sub-clusters.

This wordpress deployment is merely a demo and should not be used in a
production environment.




          

      

      

    

  

    
      
          
            
  
DEX-AIO Workload Service

The “kustomization” of dex-aio service is achieved through replacement transformer and patches.
The rationale for supporting two different kustomization approaches is values for Dex service are shared with its corresponding API server.
The replacement transformer/catalogue avoids duplication of variables/values avoiding configuration errors (DRY: Don’t Repeat Yourself principle).
The LDAP values are only used for the LDAP backend so supporting through patchesStrategyMerge avoids “complexity”, e.i., the need to support a catalog + replacement rules.


Dex Dependent Variables/Values

Dex dependent values are collected in a catalogue located at manifests/function/treasuremap-base-catalogues/utility.yaml.
Some of these values are common to the Dex service and API Server/OIDC flags (DRY principle).

Dex values are substituted using replacement transformer and the replacement rules for the Dex service can be found in manifests/function/dex-aio/replacements.


NOTE: The replacement transformer is invoked in treasuremap/manifests/type/multi-tenant/target/workload/replacements/kustomization.yaml.






LDAP Dependent Variables/Values

The LDAP dependent values are kustomized through the patchesStrategyMerge and the values for the LDAP backend can be found in ./dex-aio-helm-patch.yaml.





          

      

      

    

  

    
      
          
            
  
Sub-cluster Type

The sub-cluster type is an abstract type not intended for site inheritance.
Instead, it serves as a template for other types to define sub-clusters.
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